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ABSTRACT 
Along with the proliferation of the social web, question and answer (QA) sites attract millions of 
user around the globe. On these sites users ask question while others provide answers. These QA 
site vary by their scope, size, and quality of answers; the most popular QA site is Yahoo! 
Answers. This chapter aims to examine the quality of information produced by the crowd on 
Yahoo! Answers, assuming that given enough eyeballs all questions can get good answers. 
Findings illustrate a process of answer quality improvement through crowdsourcing questions. 
Improvement is achieved by having multiple answers to any given question instead of a singe 
answer, and through a mechanism of answer evaluation, by which users rank the best answer to 
nay given question. Both processes contribute significantly to the quality of answers one can 
expect to find on Yahoo! Answers.  
 
INTRODUCTION 
Online question and answer (QA) sites are “websites, where members can post questions, answer 
other members' questions, and rate other members' answers to their questions--all for free.” 
(Rosenbaum & Shachaf, 2010, p. 1933). Visitors to these sites are looking for answers; these 
questions and answers are archived for future use. Under the assumption that everyone knows 
something (Roush, 2006), people answer the questions. On some QA sites, participants can rank 
the quality of answers and users build up their reputations on the site based on their past 
contributions to the site by providing good answers and exhibiting good behavior (Rosenbaum & 
Shachaf, 2010) 

Research on QA sites focused attention on information retrieval (e.g., Bian, Liu, Agichtein, & 
Zha, 2008) and information seeking behavior (e.g., Gazan, 2007), or described as a socio-
technical environment (e.g., Gazan, 2010; Rosenbaum & Shachaf, 2010; Shachaf & Rosenbaum, 
2009). Q&A sites challenge information retrieval researchers, to incorporate a social dimension 
into the retrieval mechanism, reference scholars, to understand the nature of crowd sourced online 
question answering. However both camps have high stakes in identifying good answers.  Thus, 
distinguishing between high and poor quality answers attracted much attention from the very 
beginning (e.g., Adamic et al., 2008; Agichtein et al., 2008; Bian et al., 2008).  

Yahoo! Answers is among the most frequently consulted reference sites, second only to 
Wikipedia (Fichman, 2012). Its popularity and the fact that users return to the site frequently may 
indicate that answer quality is good. However, scholars raise questions about the reliability of 
user-created content on content repository sites, such as Yahoo! Answers, You Tube, and 
Wikipedia, while at the same time, many studies show that the crowd produces content that does 
not fall in quality from traditional publications (Giles, 2005). Prior research also indicates that 
Q&A sites, such as Yahoo! Answers and the Wikipedia Reference Desk, provide answers at a 
quality that is as good and even better than answers that librarian provide (Harper et al, 2008; 
Shachaf, 2009). Yet, even if the crowd provides good answers, it is unclear how this process of 
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quality improvement yields good answers and what conditions hinder or support high quality. It is 
also unclear how many amateurs does it take to provide one good answer, or in other words, how 
many answers per question are ‘enough’ to produce a good answer on Q&A sites.  

This chapter tries to uncover the process by which crowdsourcing question answering can 
improve information quality and examine changes in answer quality as the number of answers 
increases. The chapter unpacks the black box of crowd-produced content, by conducting a content 
analysis of hundreds of questions/answers pairs from Yahoo! Answers, to assess answer 
reliability, as measured through accuracy, completeness, and verifiability.  

BACKGROUND 
There is a growing body of research on QA sites (e.g., Chua & Balkunje, 2012; Fichman, 2012; 
Rehavi & Refaeli, 2012; Wu & Korfiatis, 2013), showing that information quality can vary 
significantly between questions, topics, and sites. Yet, these scholars agree that the participatory 
nature of Web 2.0 provides an infrastructure for achieving high quality knowledge production.  

In a recent papers, Bloom, Goh, and Chua (2012) identified predictors of answer quality 
under two categories: social (user interaction and feedback) and content features (intrinsic and 
extrinsic content quality. They argue that the features identified as strongly associated with high-
quality answers include positive votes, completeness, presentation, reliability and accuracy, and 
that features weakly associated with high-quality answers were high frequency words, answer 
length, and best answers answered. Other scholars agree with Blooma, Goh, and Chau (2012) that 
content features are critical in assessing answer quality (Blooma, Chua, & Goh, 2008; Fichman, 
2011; Harper, Raban, Rafaeli, & Konstan, 2008; Shachaf, 2009); yet, studies also found that 
better answers are longer (Adamic, Zhang, Bahshy, & Ackerman, 2008; Blooma, Chua, & Goh, 
2008; Harper, et al., 2008), and include references to external sources (Gazan, 2006). 

Despite Blooma, Goh and Chau (2012) argument that best answers (ranked by users on 
Yahoo! Answers) do not correlate with answer quality, user rankings of “best answers” was 
heavily used in prior research to represent good answers (e.g., Adamic, Zhang, Bakshy, & 
Ackerman, 2008). Fichman (2012) suggests “user rankings are problematic because they provide 
a subjective measure of answer quality.” In line with this approach Kim and Oh (2009) found that 
in 29.8% of cases where users chose “best answers” in Yahoo! Answers, their selections were 
based on socio-emotional criteria rather than on the content or utility of the answer.  

Interestingly, based on Blooma, Goh and Chau’s (2012) analysis, features related to the 
asker’s user history were found not to be associated with high-quality answers. However, based 
on the assumption that some users are more likely to provide better answers than others 
(Bouguessa, Dumoulin, & Wang, 2009), tracking user reputation was a common method to asses 
answer quality. This includes the ranking of authoritative responders using the number of “best 
answers” they have previously posted (Blooma, Chua, & Goh, 2008) or assessing user’s activity 
levels (e.g., Blooma, Chua, & Goh, 2008; Bouguessa, Dumoulin, & Wang, 2009). Fichman 
(2012, p. 263) argues, ”even users with good reputations do not always provide high quality 
answers.”  

In an effort to understand why the crowd produce good information, some suggest that the 
same principle that holds in Free and Open Source Software (FOSS) and known as Linus' Law 
(Meneely & Williams, 2009; Schweik, et al., 2008), "given enough eyeballs, all bugs are shallow" 
is applicable also in open content repositories, such as Wikipedia. Thus, specifically for mass-
content production sites, Arnison’s Law postulates, “given enough eyeballs, problematic content 
is shallow.” In the context of Q&A sites, and Yahoo! Answers in particular, one can claim that 
given enough eyeballs, all questions can get good answers. But, how much is ‘enough’?  

Theoretically the claim that enough volunteers can produce good content cannot be rejected, 
since any identification of missing or inaccurate information over time only proves the claim by 
showing that additional review of the content leads to better content. Still, in reality this process 
of content improvement can take an endless number of users and a very long time before 
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‘enough’ users reviewed and modified to content to be good enough. Scholars, on the other hand, 
found empirical support for Linus’ Law (Meneely & Williams, 2009; Schweik et al. 2008). This 
chapter examines empirically a variation on Linus’ and Arnison’s Laws which is the claim that 
given enough eyeballs, all questions can get good answers by asking:  

1) Does answer quality on Yahoo! Answers improve as the number of answers increases? 
And if so; 

2) How many answers are enough?  

To answer these questions, a sample of 3,568 posts, which included 585 questions and their 
answers, was collected fro Yahoo! Answers. Figure 1 shows the distribution of answers per 
question. Only a few questions received very high number of answers and many of the questions 
received either very few or no answers at all.  

Insert figure 1 approximately here 
Figure 1. Number of answers per question  

 
A purposeful sample of 74 resolved informational transactions was drawn from this data set for 
further content analysis. Informational transactions are questions that “are asked with the intent of 
getting information that the asker hopes to learn or use via fact- or advice oriented answers” 
(Harper, Moy, & Konstan, 2009, p.759). A transaction includes a question and any number of 
answers (7.81 answer per question on average). Resolved transactions are question that include an 
answer that users on the site marked as “best answer”. Best answers are chosen by the user who 
asked the question or by a vote of other users. 

Content analysis of 382 posts (74 questions and 308 answers) from Yahoo! Answers, was 
conducted to determine answer quality. Quality rates were marked for three types of answers in 
each transaction: 1) the whole answer (all the answers that were posted for a give question); 2) 
the first answer (which was posted in response to a given question); and 3) the “best answer” 
(which was chosen by the user who asked the question). Following Fichman (2011), three 
reliability measures were utilized information quality: 1) accuracy of an answer refers to a correct 
response; 2) completeness of an answer refers to an answer that is thorough, provides enough 
information, and answers all parts of a multi-part question; and 3) verifiability of an answer refers 
to an answer that provides a link or a reference to another source where the information can be 
found. These reliability measures are of particular importance in judging the credibility of 
answers to informational questions (Blooma, Chua, & Goh, 2008, 2012; Kim, 2010). 

Two coders, who were graduate students, coded the entire data set, for levels of accuracy, 
completeness, and verifiability. Coders were instructed to determine the quality of the answers 
“on the surface” (Lombard, Snyder-Duch, & Bracken, 2002) on each of the three measures. Inter-
coder reliability was determined using simple agreement and was 92%. 

DOES ANSWER MULTIPLICATION IMPROVE ANSWER QUALITY? AND IF 
SO, HOW MANY ANSWERS ARE ENOUGH? 
The content analysis of 382 posts reveals that answer multiplication improves answer quality and 
that seven answers are enough. Table 1 summarizes the results of the content analysis for all three 
reliability measures (accuracy, completeness, and verifiability) on three types of answers (best 
answer, first answer, and whole answer) per transaction. Table 2 shows the results of cross 
tabulation, comparing rates on the three measures between the three types of answers as well as 
follow-up analysis on two variables, accuracy and completeness.  
Insert Table 1 approximately here 

Table 1. Rates on reliability measures 
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The results show that “best answer” and whole answer are significantly better than first answer on 
two of the three measures, accuracy and completeness. The quality of “best answers” is equal to 
that of whole answers; no significant differences were found. It is possible that fewer answers 
than the average are enough to produce a significantly better answer than the first answer without 
the need for evaluation or unlimited number of answers. To examine this possibility further 
investigation into the location of the ‘best answer’ in the transaction was conducted.  
Insert Table 2 approximately here 

Table 2. Cross-tabulation results for differences in rates of reliability measures between “Best 
Answer”, First Answer, and Whole Answer 

 
The cumulative percentage and frequency of “best answer” location are reported in Table 3; 
Figure 2 illustrates the distribution of “best answer” location in the sample. In most of the 
transactions the “best answer” was one of the first three answers (59.45%), and in many cases the 
“best answer” was the first answer (28%).  
 
Insert Figure 2 approximately here 

Figure 2. Location of “Best Answer” 
Eighty percent of the resolved transactions have a “best answer” chosen by the seventh answer 
(Table 3). That indicates that to achieve accuracy rate of 95% it is enough to have seven answers 
in 80% of the transactions; eighty percent was marked based on Pareto principal for optimization. 
 
Insert Table 3 approximately here 

Table 3. “Best answer” location in transaction 
 

Further analysis shows that many high quality answers are posted before the “best answer” (Table 
4). The number of accurate and correct answers that are posted before the “best answer” 
correlates with the “best answer” location (r=.86), with the total number of answers (r=.90), and 
with total number of answers (r=.87); there is a strong Pearson product-moment correlation 
coefficient between the number of answers and the location of the “best answer” in the 
transactions (r=.93).  
Insert Table 4 approximately here 

Table 4. Accurate and complete answers per transaction (resolved sample) 
Next, the number and percentage of accurate answers and complete answers per transaction were 
marked, based on analysis of all question-answer pairs (Table 5). Findings show that only two 
answers were needed to achieve high accuracy in more than 80% of the transactions (Table 5). 
Insert Table 5 approximately here 

Table 5. Location of first accurate answer 
Figure 3 illustrates the percentage distribution of accurate and complete answers. It is interesting 
to note that in 30% of the transactions all the answers are accurate and complete (i.e., 100% of the 
answers in the transaction are accurate and compete). Another 30% of the transactions have 50% 
or lower rates of accurate and complete answers per transaction; yet, half of the transactions have 
70% or more accurate and complete answers per transaction.  

Insert figure 3 approximately here 
Figure 3. Percent of accurate and complete answers per transaction. 

 

Discussion  
The chapter aimed to answer two questions: 
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1) Does answer quality on Yahoo! Answers improve as the number of answers increases? 
And if so; 

2) How many answers are enough?  

The findings indicate that:  

1) Answer quality improved with additional answers. In other words, answer multiplication, 
with or without the “best answer” feature, results in higher answer quality than the first 
answer.  

2) Seven answers are enough to get good answers. In other words, to achieve 95% accuracy 
rate 80% of the time, seven answers are enough.  

Two processes contribute to quality improvement:  

1) Answer multiplication, which was measured by whole answer. 
2) Answer evaluation, which was measured by best answer.  

The whole answer includes on average seven answers -- it can be argued then, that with seven 
answers on average the crowd produces an answer that is significantly better than the first answer. 
Thus, if answer multiplication includes seven users, answer accuracy and completeness will be 
significantly better than an answer provided by a single user. The findings of the present study 
show that additional answers only improved answer quality. Thus it can be concluded that the 
findings are in alignment with prior FOSS research that found evidence in support of Linus’s Law 
(Schweik, English, Kisting, & Haire, 2008). It is also supportive of the claim that given enough 
eyeballs all questions can get a good answer. 

It is important to note that significant improvement in answer quality, in terms of accuracy 
and completeness, was also associated with “best answers.” While “best answers” are individual 
answers, their quality was equal to that of whole answers. This may be due to the selection 
process of “best answers”, which involves an additional step of information processing that 
includes feedback about the quality of the answer in light of the question. In support of the 
argument that given enough eyeballs all questions are can get a good answer, the findings reveal 
that it takes seven answers to achieve a 95% accuracy level.  

FUTURE RESEARCH DIRECTIONS 
Future research may be done to overcome the limitations inherent to the study described in this 
chapter.  

One of the limitations of this study is that the analysis was limited to transactions from one 
Q&A site, Yahoo! Answers. This was done in effort to control for site variations in user 
demographics, policies, and technological infrastructure (Fichman, 2011; Rosenbaum & Shachaf, 
2010). Still, Yahoo! Answers is the most popular QA site, where the vast majority of 
collaborative question answering is taking place. But, because the study uses data only from one 
QA site, generalizations should be made with caution (Fichman, 2011). Future research should 
look into these questions in Q&A sites that are different or less popular. It would be interesting to 
know if answer multiplication always improves answer quality, if enough answer multiplication 
depends on the size of the community, or if the focus of the community leads to lower number of 
answers required. Shachaf (2009), for example, report an average of 4.5 answers on the 
Wikipedia reference desk, which led to high answer quality. 

Another limitation is the choice of informational questions, which count for 73% of all 
questions asked in this sample; success rates and evaluation criteria for informational questions 
may differ from conversational questions. This type of question was chosen to facilitate the use of 
evaluation criteria across all the transactions. Nevertheless, these transactions and their success 
rates characterize the vast majority of transactions on Yahoo! Answers. However, future research 
can examine the number of answers that lead to success in conversational questions -- does more 
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answers/ opinions means always better? Do all Q&A sites encourage both types of questions, and 
if not, how does the range of question type affect answer multiplication and answer quality? 

Finally, one of the reliability measures, verifiability, did not improve with answer 
multiplication, and the levels reported are very low. This suggests that future research should 
investigate why verifiability levels are so low on Yahoo! Answers. It would also be beneficial to 
examine how do various reliability measure relates to each other. What is the weight that each 
should be given respectively – does the low level indicate low quality or lack of attention to and 
interest in this dimension of answer quality.     

CONCLUSION 
The chapter focused attention on information quality on Yahoo! Answers using three measures of 
answer reliability (accuracy, completeness, and verifiability), on three types of answers (first 
answer, best answer, and whole answer). By analyzing a sample of 382 posts, the study found that 
answer quality improved with additional answers, and that there was no evidence of a number of 
answers, after which additional answers reduce quality. The findings also indicate that seven 
answers are enough to yield good answers for over 80% the questions. This supports the 
argument that given enough eyeballs all questions can get a good answer. 
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