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Abstract— Information modeling is an early stage of database If they match, the model complies with the business rule. If
design. It deals with the structure of information in a certain they don't, the model has to be redesigned.
business or domain. Information modeling is studied in The motivation for this study came from a classroom
database courses using the Entity-Relationship approach, or one gyperience. The professor noted that, in the first tries in these
gf Itrf) a‘gsligts‘t}]e -l;zfm?r:t'c'gf ?;?gﬁ::;sﬂoin n'nngggl?r?" ?rr]agvmhfictr']c true-or-false exercises, some students tended to get about half
bp 9 g of their answers right. This is the expected success rate for

students answer true or false to assertions about given models. h heard of inf : deli
It is based on similariies between natural and information SOMEONe who never heard of information modeling.

modeling languages. This approach has demonstrated to be an One specific student had a very poor grade in a first test.
effective, rapid way to sharpen modeling skills, as our initial After having questioned the professor about the reasons for
statistical results show. all of his rights and wrongs, he was able to choose the correct
answer for all questions in a second test. This suggested that

Index Terms — Information modeling, database design, the approach’s effectiveness to develop sharp modeling skills

Entity-Relationship modeling, IDEF1X, Engineering education.  \as worth researching.
The next section introduces the basic features of the
|. INTRODUCTION IDEF1X information modeling language. Then, a brief

comparison of similarities of natural and information

Information modeling deals with information structure anghogeling languages is presented. Next, the approach to
constraints in a certain domain. This early stage of databgsgrove information modeling learing is detailed. An
design is abundant with complexity and conflicting interestgccount of results is presented. The Conclusion summarizes

Conceptions at this stage determine critical business rules. \he article and gives recommendations for extension and
Similarities between natural and information modelingnnrovement of this brief experiment.

languages’ syntax have been discussed in the literature [1]-
[4]. Nevertheless, information modeling languages resemble 2. INFORMATION MODELING AND IDEF1X
first order logic. The gap between this and the natural

Ianguage. used by experts in a domain_area to Qescribe howhe modeling language used in this study is IDEF1X [5], a
their business works is a source of misconceptions for thgyect of the Entity-Relationship model introduced by [6].
inexperienced modeler (and even to expert ones, at times). |pEF1X is an American standard that includes a language
The building blocks of information modeling are simple tgrmalization and a method for relational database design.
understand, but developing expertise is hard. Most textbooksthe task of information modeling is to delineate the nature
simply present a modeling language’s basic features angy@nformation [7]. The modeler identifiaghat to store, it is
few toy examples that not necessarily lead the apprenticesy important at this poiritow to process stored information.
develop the understanding they need. ) . However, to model the nature (structure and constraints) of
This paper presents a novel approach to informatigformation is to create rules that restrict the way in which
modeling learning in which the student, after a brigfyformation can be processed. Neither database application
introduction to modeling language syntax and semantics, dgograms, nor the database administrator, using an interactive

confronted with hard questions about given models. _interface, can break these high-level rules. That's why errors
Contrasting with natural languages, information modeling information modeling are so critical.

languages state only non-ambiguous sentences (if the mode|perF1x has a simple syntaEntities represent classes of

is free of technical errors). Therefore, an assertion aboutiings with the samattributes, or characteristics of these
model can always be answered (if applicable) as true or fal§gings. Entities can have associations of structural nature
The answer can be compared with the correspondeifiiedrelationships.

business rule given by a business expert, in natural languagerig. 1 jllustrates the graphical representation of entities,
Manuscript received on December 15, 2001. (Deadline date). relationships, and attributes. In this university model, the

V. M. Kern, UNIVALI at S&o José, Brazil, Computer Engineering an@ntity Department has the attributes idDept (an identifying
Computer Science, kem@eps.ufsc.br; A. L. M. Ramos, UNIVALI acode) and nameDept (name). The entity Course has the code
Biguacu, Brazil, Psychology, andrelmr@big.univali.br. from the Department it belongs to (idDept), a course number



(noCourse), course name (nameCourse), and number nohe of the categories. Fig. 3 shows an incomplete cluster

credits (credits). where Customer is the only category.
Course Buzinezs party
Department idDapt (FE) business-party-id
idDept offers noCourse busi
USII‘lESS-pEI‘t'!.I’-I‘lEI‘I‘lE
customer-indicator
nameDept namaCourzs emp-dept-indicator
cradits ] I
! ]cust-:-mer—in-:licatu:-r ! ]emp-dept-indicat-:-r
Fig. 1. A simple information model T 1
Customer Department Employes
Key attributes are those whose values identify an entity| busines=-party-id (FK)| [ business-party-id (FK) || business-party-id (FK)|
instance. They are represented in the upper part of the enti customerid (ak1) || department-id gaK1) || employee-id ¢ak1y |
box. For instance, each Course in fig. 1 is identified by the _
code of the Department that offers the Course and the number Fig. 3. Incomplete and complete category clusters [6]

of the Course. . - i
There is a structural association between departments an(lf'g' 3 also exhibits the syntax .u_sed to indicate that an
courses according to fig. 1: a department may offer cours&S1ity has more than one key. Additional keys are annotated
and each course is offered by a department. Eve alternate keys in the form (AKn). Customer, Department
relationship corresponds tdkay migration annotated by FK &nd Employee have one alternate key each.
(foreign key), like in idDept (FK). SpeC|f|(_: connection relationships are als.o' known as
IDEF1X relationships can be any one of the tree leaveshrent-child relationships. They can belentifying, as
fig. 2. The relationship in fig. 1, for example, is a specifi Ustrated in fig. 1, or non-identifying. The key, or at least
connectionidentifying relationship, typical of whole-part Part of the key migrated through non-identifying relationships
associations. The identity of Department becomes part of {figeS not take partin the child entity’s key.
identity of Course — Department's key becomes part of F19: 4 shows the representation forandatory non-

Course’s key identifying relationships, e. g. Employee manages Project,
andoptional non-identifying relationships, e. g. Employee is
relationship chief supervisor of Project. This means that every Project
must have a manager, and may have a chief supervisor. Role
non-specific specific names (manager-id and chief-supervisor-id) were assigned to
) the migrated attributes empl-id to avoid ambiguity in Project.
category connection
. e N Froject
complete incomplete identifying  non-identifying Employes proj-id
cluster cluster i '
mandatory  optional e manages proj-name
empl-name & | manager-id.empl-id (FK)
Fig. 2. Relationship types in IDEF1X empl-zalary iz chief supenrizor of chief-supervizar-id empl-id (F K}
9 s empl-birth-date f5——————— -/ proj-deadiine
- . . . prioj-budget
The broader classification of IDEF1X relationships regarc..

specific and non-specific relationships. Specific relationships
are one-to-one or one-to-various relationships. For instance,

Department-Course is one-to-various. Choosing a specificcardinality is another important feature of relationships.
Course leads to one (specific) Department that offers it. |t js related to the number of instances of one entity that can
Non-specific relationships are various-to-various. Theye associated with a specific instance of the other entity.
cannot be implemented in relational databases and have todagm the perspective of a child or category entity, the
translated into two or more specific relationships.  Thgardinality is one, with the exception of the optional non-
discussion about why this is so and how to solve the problegentitying relationship. In this case, the cardinality is zero-

are out of the scope of this article. ~ orone. In fig. 4, for instance, a Project has, as chief
Specific relationships can be of two types: connection gfpervisor, zero or one Employee.

category. Category relationships represent type-subtype ofgrom the perspective of a generic entity in a category

‘is a” abstractions. Fig. 3 illustrates category relationships. cjyster, the cardinality is always zero-or-one, with the
A category cluster izomplete if each instance of the aqditional constraint of category exclusiveness. In fig. 3, for

generic (supertype) entity is associated with (exclusively afgktance, a Business party is, exclusively and imperatively,

necessarily) one instance of one of the category (subtypg}o or one Employee, and zero or one Department.

entities. For example, each Business party in fig. 3 is either aprom the perspective of a parent entity in a connection

Department or an Employee. relationship, there are several possibilities. The default

A category cluster i;complete if a specific instance of cardinality is zero-or-one-or-various, represented graphically
the generic entity can be associated with (exclusively) one, or

Fig. 4. Non-identifying relationships.



by the black dots in figs. 1 and 4. However, it is possible {avith plural reading when the sentence is formed from parent
assign other parent-to-child cardinalities, as shown in fig. 5.to child).

Fig. 5 also illustrates the use of IDEFhXtes Notes are In summary, (1) can be unfolded in two sentences, one for
written in natural language when there is no way to represez#ich direction of the relationship, where parent and child can
an information constraint as entity, relationship, or attribute.be changed by generic and category, if appropriate:

& zero-orone-orvarous & exactly n A(nxparent entity name> <relationship name>
<parent-to-child cardinality> <plural of child entity name>. 2
* P ane-orvarious *ﬁ'mfn:nrn ot f . . . . .
A(n)child entity name> <inverted relationship name>
& zero-orone &' cardinality described <child-to-parent cardinality> <parent entity name>. ©)
in note @)

The relationships in fig. 4, for instance, can be read using
(2) and (3) as:

The graphic language syntax just described has similarities
with first order logic, with semantic and pragmatic
implications that students sometimes don't realize. The next
section tries to br|dge the gap between the |Ogic-based An Employee is chief supervisor Qf zero, one, or various Projects.
IDEF1X language and natural language. A Project has as chief supervisor zero or one Employee.

Fig. 5. Parent-to-child cardinalities in IDEF1X

An Employee manages zero, one, or various Projects.
A Project is managed by exactly one Employee.

3. NATURAL AND INFORMATION MODELING LANGUAGES Th|s.syntact|c approach to the re?dmg O.f relatlonshl_ps
makes it easy to understand the model’s meaning (semantics).
A formal approach to the definition of semantic constrainfd®WeVer. ref. [12] points out the existence of the pragmatic

in databases is available [9]-[11]. The most commonly uségrect — the part abput V‘.’hiCh computer scienti.st.s are least
concerned when dealing with detailed design decisions.

semantic constraints in information modeling are [3[ P tics deal h tical ts of si
functional dependencies, keys, inclusion dependencielsH ragmatics t_eals Wi t_practlr(]:at aspeé:s Okségnbusiiqtﬁ-
exclusion dependencies, and cardinality constraints. %rel z_iref_praz |cfa quets |on§ “Ca c?hn € asked a guth €
Newcomers to information modeling may find it difficuitMCd€! N Ng. 4, Tor instance. ‘*.an the€ manager an ©
to follow the sound mathematical basis behind thesi/PEMVISOr (if existent) of a project be the same employee?
Qould they be? Shouldn't they?”

constructions. Moreover, the number of semantic constrai . s . . . .
that have to be checked grows exponentially with the numb rThIS specific problemlls known in information modeling as
of attributes [3] thedual path problem, since there are more than one path or

Similarities between natural and information modelin‘gﬂeries of relationships to associate a Project to an Employee.

languages’ syntax have been discussed in the literature. T] reidentally, the answer to the question above is.: the mpdel in
correspondence between Entity-Relationship diagrams aﬁ‘ﬂr 4 says nothing about manager and supervisor being the
English sentence structure was studied [1]. The relations)‘E_Eeme employee. Therefore, an instance of Project may have
between natural languages and information modeling w. same employge as manager and supervisor, or not..
announced as an important research area of informationTh.e problem 'S,' what if the manager and the supervisor of
modeling [12]. a project shoqldn t be the same employee? The model should
When it comes to learning information modelingpe changed, i. e., the syntax' of the mpdel septences should
techniques, informal approaches can be much more intuiti%ange' The approach to improve mformatlon_ modeling
and easy. Reference [2] observes that natural Iangua{ grning, presented next, uses true-or-falyse assertions abc_Jut a
sentences express semantic constraints intuitively. odel in order to challenge the students’ ability to deal with

In IDEF1X, any relationship can be read as two sentenc Lagmatic aspects of model interpretation, using the skill they
using the formula: eVeloped to work with IDEF1X’s syntax.

<SIA> <NS> <VP> <Q> <NP>. (1) 4. AN APPROACH TO IMPROVE INFORMATION MODELING
LEARNING

whereSIA stands for singular indefinite articldS stands for
noun in singular formVP stands for verb phras€) stands  This section presents an original, informal approach to
for a quantifier, and\P stands for noun in singular or pluralinformation modeling learning in which the student, after a
form. brief introduction to the syntax of the IDEF1X modeling

The SIA turns the subject of the sentence into a speciflanguage, is confronted with hard questions about given
instance. NS completes the subject — it is the name of afodels. The students are then submitted to an examination.
entity. VP is the transitive verb or verb phrase that serves Adter a detailed discussion about the exact reason why each
relationship name when the reading is made from parentagsertion is true or false, they try again and the results of both
child entity (the inverse verb phrase must be taken if tfgxaminations are compared.
reading goes in the Opposite direction)_ The quant|@n$ The introduction to IDEF1X prior to the two-round
the re|ati0nship’s Cardina"ty in the appropriate directiorﬁxamination includes an account of its similarities with
Finally, NP is the object — it is the name of the other entitpatural language. Equations (2) and (3) in the previous



sections, for example, are suggested for intensive use wiplassible, there would be a manner to distinguish them
examining relationships. The professor stresses the fact tfravertheless, it is possible to distinguish two courses based
entities are substantives (serving as subject and objectoof their identifiers — idCourse). The third assertion is false
relationship phrases), relationships are transitive verbs lmecause the model says that a Precedence constraint is an
verb phrases, and attributes play the role of adjectives, agsociation between two Curriculum items. There are
characteristics of the entities. constraints related to Undergraduate course and to Course,
Students are introduced to models such as the one in figb6t no constraints on the two values of semester advised.
which shows a university model with departments, Considering that all three assertions above are expected to
undergraduate courses, and thwirricula (list and sequence be true in a real university, it is possible that students judge
of courses). This introduction includes the definitions ahe assertions biased by this previous knowledge. In order to
entities and attributes. For instance, Department is “afliminate bias, another kind of model is also proposed for
administrative unit of the university”; Precedence constraiimterpretation.
is “an association between two courses in the curriculum of aAssertions similar to those about the university model can
course; one of them comes before the other in the curricullve made about abstract models, i. e., models of meaningless
sequence”. businesses, yet using meaningful designs (since they are
Attributes must also be defined if the model is to beritten in IDEF1X, which has a well-defined syntax).
understood. The attribute noCourse, for instance, means “at can be demonstrated that the assertion “any specific
course discriminating number; it identifies a course if winstance of entity D is associated with one or two instances of
consider a specific department, but it is not an identifear entity A”, in fig. 7, is true. It is also true that “instances of A
se” All “id” attributes in fig. 6 are identifying codes. and B cannot exist independently in the database; if there is

no A in the database, then there is no B, and vice versa”.
Course
C E

Department f
dDept(F
idDept offers rotaute
p noCourse ka ke L |k
connects to joinz
namelept nameCourse E — _.Ika (FEI — ﬂkc(FK’)
| credits z

is offered a=1)

I=

| manages

Curriculum tem

Undergraduate Course idUCourse (Fi)

- idDept (FK)
idUCourse noCourse (FIE) iz associated to
. haz
nameCaurse
comes before (1) comes(after (1)

Fig. 7. An abstract information model (meaningless business, but
Precedence constraint meaningful design)

idUCourse (FK)
idDvept before.idhept (FK)

After a first series of 10 to 15 questions about both models

(1) A precedence constraint noCourse_before noCourse (FK) and a thorough discussion about the answers, the students are
iivolies tuo different couses, | 90 ept_afteridDept (Fi) invited to try again, with new questions. The results of both
noLourse_after.noCourse (Fk) exercises are then compared.

5. RESULTS AND DISCUSSION
Fig. 6. A university information model
Surprisingly for the professor, several students guessed
Next, the students are asked to answer T (true) or F (falsight about 50% of the questions in the first tries. This is the
to assertions such as: arithmetic mean for a true-or-false test. The professor knows,
- Considering a curriculum item, the department thajowever, that they are not giving random answers.
offers the respective course and the department that|t has to be taken into account the fact that the questions
manages the undergraduate course to which thge challenging. In such an experiment, in which the students
curriculum item belongs to do not need to be the same. are asked to decode pragmatic but difficult business rules, it
- Anundergraduate course can have varmusicula (list s Jikely or admissible that beginners lack the precision that

and sequence of courses) at a time. could be expected from experts. It is noticeable, however,
- A precedence constraint cannot involve two courses g{at even experimented computer professionals hardly ever
the same (attribute value of) semester advised. have all questions right.

) ~ A two-round paired-data test was prepared in order to
Informally, all three assertions are expected to hold withrdeasure whether the students improve or not their
university environment. However, a careful examination Qferformance after a syntax-based discussion about the

the model reveals that only the first assertion is true. Thgasons for every True of False answer. The hypotheses are:
second assertion is false because, if twuoricula were



HO: Students’ performance is not altered after the discussiopossible to observe that they used the opportunity to sharpen
H1: Students’ performance improve after the discussion. their understanding of the syntax.
The final success rate for the concrete model is notably

Eleven students took the test for both the abstract and these to the success rate for the abstract model (about 70%).
university (concrete) model. The results for the abstratttis likely that the second try was taken with a greater focus
model (fig. 7) are shown in table I. The students reacheda the language syntax and less tendency to answer according
very similar success rate (around 70%) before and after tteeideas about how the business (the univershguld work.
discussion. A T-test measure of -0,15 was calculated, Although the results suggest that the approach is, indeed,
therefore endorsing hypothesis HO. The results avalid to improve students’ success rate in the interpretation of
independent of the discussion (considering a significaneeconcrete information model, the conclusion is limited by

probability of 5%). the fact that the sample is small, the two models in the first
and second round were the same, and the choice of questions
TABLE | for the first and second rounds might carry different difficulty
PERFORMANCE MEASURE FOR THABSTRACTMODEL levels.
Round 1 2 The research should be extended to include a broader

(before discussion] _(after discussion) sample, with varied models and varied questions, in varied
Percent succesgs ando 71.97 and 17.14 70.92 and 16.61

Testt (=015 order. The inclusion of modeling (i. e., conception)
Degrees of freedor] 10 questions, in addition to the model interpretation questions,
Significance t(a=5%) = 1.81 >-0,15 will allow for the correlation between modeling and model
reading skills. It is promising, too, an investigation of
Student’s performance regarding the questions about g$tedents’ performance on the pragmatic interpretation of
university model (the real-life, concrete model in fig. 6) ispecific types of semantic constraints, as categorized by [3].
reported in table Il. The average success rate improved frdmis could help to understand what are the constraints in
about 50% to nearly 70%. The T-test measure of 3,80 allowhich this pragmatic approach works best, and what are the
for the conclusion that there is a significant (considering @nstraints that maybe deserve another learning approach.
significance probability of 5%, and even for a significance
probability of 1%) improvement in students’ performance. REFERENCES
Therefore hypothesis HO should be rejected. Hypothesis H1
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