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ABSTRACT:
Classification is one of the prominent data mining techniques. The objective of the classification algorithms is to place the data in the appropriate class. Data mining plays a vital role in medical diagnosis. The aim of this paper is to identify an efficient classification algorithm for cardiovascular disease prediction. The efficiency of each classification algorithm is expressed using two parameters namely accuracy and Root Mean Square Error (RMSE). From our experimental analysis, we infer that iterative classifier optimizer algorithm results in higher accuracy.
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INTRODUCTION:
The role of data mining in the medical industry has become inevitable [1-10]. Doctors rely on various computer models that make use of built data mining algorithms to predict various diseases in patients [11-20]. So, the need of the hour is to identify an efficient algorithm for disease prediction. Therefore, it is essential to design and develop the algorithm with minimal errors [21-34].

In this paper, we have chosen six categories of classification techniques namely bayes, functions, lazy, meta, rules and trees as shown in Figure 1. The algorithms that are used under these categories are Naïve Bayes, logistics, IBK, Iterative Classifier Optimizer, Decision Table, Random Forest. These algorithms are individually applied on Cleveland Heart Disease dataset. The accuracy and RMSE for the classification algorithms after applying on the dataset are determined and analyzed.

Figure 1- Categories of the classification algorithm
MATERIALS AND METHODS:
Cardiovascular diseases are one of the main life-threatening diseases. Approximately 12 million deaths occur worldwide due to cardiovascular problems. A raised blood pressure is seen among one in three adults according to world health organization. Heart disease has led to major deaths in India. The World Health Statistics 2012 enlightens that India occupies the 39\textsuperscript{th} position of all the countries suffering from cardiovascular disease. The population suffering heart disease was more in rural areas than in urban areas till 2010, but it has been vice versa since 2015. Thus, there is a serious variance in the population suffering from coronary heart disease in rural and urban areas. In India, population under the age group between 40-49 suffer intensively from heart disease. It is to be noted that the population suffering from cardiovascular disease has doubled in just one decade. Hence heart disease is one of the main reasons that results in fatality in both men and women.

NAÏVE BAYES CLASSIFIER:
This algorithm is a supervised learning method, which is used for classification and can resolve diagnostic and predictive problems based on some historical data. Many learning algorithms can be easily understood and evaluated using Naïve Bayes. It calculates clear probabilities for supposition and remains unaffected by noise in input data. It uses prior, likelihood and posterior as the three main concepts to predict an occurrence of an event, where prior: past experience, likelihood: chance of an event to occur, posterior: prediction of occurrence of an event. The output of this algorithm is computed using the formula given in equation 1.1

$$\text{posterior} = \frac{\text{prior} \times \text{likelihood}}{\text{evidence}}$$ \hspace{1cm} 1.1

LOGISTIC:
This class uses multiple classification logistic regression model along with a ridge estimator for building and learning. This regression model uses the logistic function, also called softmax function whose implementation is opaque, to measure the connection between one or more independent variables and categorical dependent variables that are used to predict the target class of the object. The formula for logistic regression and softmax function is given in the equation 1.2 and 1.3. The predicted value obtained from both the equations will always be 0 or 1.

$$y = \frac{e^{b_0 + b_1x}}{1 + e^{b_0 + b_1x}}$$ \hspace{1cm} 1.2

Where, \( y \) is the predicted result, \( b_0 \) is the bias term, \( b_1 \) is the coefficient and \( x \) is the input value.

$$\sigma(z)_j = \frac{e^{z_j}}{\sum_{k=1}^{k} e^{z_k}} \text{ for } j = 1, \ldots, k$$ \hspace{1cm} 1.3

IBK:
This algorithm uses a non-parametric method for regression as well as classification. It performs the k-nearestneighbor algorithm. The majority vote of its neighbors is taken into consideration for classifying an object. The class that is common among its k-nearest neighbors is chosen and the object is assigned to that class. If k is positive and a small integer(say k=1), then the class of that single nearest neighbor is chosen and the object is simply assigned.

K-NN is the simplest among all machine learning algorithms. It locally approximates the function and performs classification. The computation stops only after classification is completely performed, and hence this algorithm is also called “lazy learning method”. Here, weights are assigned to the neighbor’s contributions so they contribute more than the distant ones.

ITERATIVE CLASSIFIER OPTIMIZER:

Iterative Classifier Optimizer neural network compares the known actual classification of the record with their classification of the record. The algorithm is modified for further iterations by feeding back the errors obtained from the classification of the first record. This algorithm works like a crude electronic network of neurons and hence can be compared to the brain’s neural structure.

In iterative classifier optimizer, the records are dispensed one at a time to the network. The process is often repeated after all the input cases are presented and hence this algorithm is a key property of artificial neural network. It can be trained for a particular application by structuring the neural network. The training begins by choosing the initial weights randomly.

DECISION TABLE:

Decision Table is derived from the decision tree. The action performed is based on the conditions that are provided for the decision making. Decision table can be used when there is a consistent number of a condition to be checked. The action must be performed on every single node of the tree, even if it is analyzed to be true. A decision tree can hold more conditions in one branch to be assessed. The templates and data are used for the decision tree; it also consists of rows and columns. Similarly, rules within a business are expressed in templates; each row independently collects the data and stores it separately. The combination of data results in a template to generate a new rule, if the set of templates does not follow the rules then, Decision tables cannot be generated.

RANDOM FOREST:

From the training subset of data, Random Forest produces a set of decision trees. This algorithm determines the class of an object by combining the votes from desperate decision trees. Since the algorithm uses votes from different decision trees, this classification technique works well and is less vulnerable to noise. Let the training subset of data be [A1, A2, A3, A4] with labels [C1, C2, C3, C4]. Random forest takes the training subset as input and produces three decision trees. For example, 1. [A1, A2, A3] 2. [A1, A2, A4] 3. [A2, A3, A4]. The prediction is done depending on the majority of votes obtained from the individual decision tree.

RESULTS AND DISCUSSION:

Dataset Description
Cleveland Heart Disease Dataset obtained from UCI machine learning repository is used as input for the above algorithms. The dataset contains 76 attributes, the dataset is then pre-processed which results in a dataset containing 14 attributes and 303 instances. The dataset even after pre-processing contains a few unknowns which are removed manually. The number of instances after removing unknowns are 297. It is then applied to Weka tool experimenter. The accuracy and RMSE values are then determined and analyzed.

Attribute Description

The attributes that are used in the above algorithms for heart disease prediction are: CP (chest pain type), fbs (fasting blood glucose), age, trestbps (resting blood pressure), exang (exercise-induced angina), thal (genetic disorders), sex, old peak, restecg (rest electrocardiogram), CA (major vessels coloured by fluoroscopy), slope, thalach (max heart beat rate achieved), cholesterol, num (status). Diagnosis of heart disease is a complicated task that needs skill and vast knowledge in that domain. It depends on the doctor’s experience and the current health condition of the patient in many cases.

Weka

It is a software issued under the General Public License GNU which can be easily downloaded and used from the internet. It contains a variety of machine learning algorithms using which several data mining tasks can be performed. It is a collection of tools for clustering, classification, association, rules, pre-processing, visualization and regression. It is also widely used for developing new machine learning algorithms. Table I summarizes the accuracy and RMSE values for the above six algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>bayes.NaiveBayes</td>
<td>83.5017</td>
<td>0.3643</td>
</tr>
<tr>
<td>functions.Logistic</td>
<td>83.5017</td>
<td>0.3515</td>
</tr>
<tr>
<td>lazy.IBK</td>
<td>76.431</td>
<td>0.4837</td>
</tr>
<tr>
<td>meta.IterativeClassifierOptimizer</td>
<td>84.1751</td>
<td>0.363</td>
</tr>
<tr>
<td>rules.DecisionTable</td>
<td>81.4815</td>
<td>0.377</td>
</tr>
<tr>
<td>trees.RandomForest</td>
<td>83.8384</td>
<td>0.355</td>
</tr>
</tbody>
</table>
Figure 2 - Accuracy values for Different Classifiers

Figure 3 - RMSE values for Different Classifiers

Figure 2 and Figure 3 shows the graphical representation of accuracy and RMSE values obtained when the values in the dataset are applied to the above-mentioned algorithms.

CONCLUSION:

The objective of this paper is to identify an efficient classification algorithm for heart disease prediction. From the graph (Figure 2 and Figure 3), Iterative Classifier Optimizer algorithm under the meta class gives highest accuracy and Decision Table algorithm under rules class has the highest RMSE value. We can also infer that Iterative Classifier Optimizer algorithm produces the highest accuracy of all the classification algorithms available in the Weka tool experimenter for the chosen dataset. In future, the ensemble of different combinations of algorithms under different classes of Weka tool can be constructed to get better accuracy.
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