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Abstract

The daily work of legal professionals is often hampered by characteristics such as the high speed with

which new legislation is generated. In addition, the generation of such legislation is almost always

done using unstructured formats that are not prepared for automatic processing by computers. As a

result, a large amount of heterogeneous information is generated in a highly chaotic manner, leading

to an information overload. We have designed a new model for comparing legal texts that combine

the latest advances in language processing through neural architectures with classical fuzzy logic

techniques to overcome this problem partially. In this regard, we have evaluated such a model with

the lawSentence200 benchmark dataset, and the first results we have obtained seem promising.
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1. Introduction

A significant amount of information constantly being produced daily poses substantial challenges

for the legal industry, particularly regarding that information’s variety, volume, and velocity. This

massive data stream results in many issues for legal professionals, who are overburdened by the

continuous flow of information that impedes their tasks and makes them more prone to making

mistakes. In order to address this issue, one possible set of solutions can be found within the

domain of Legal Intelligence (LI). The aim is to automate mundane and time-consuming processes by

utilizing methods at the confluence of database management, decision-making processes, information

retrieval, and natural language understanding.

In the context of this effort, our primary focus will be on developing innovative methodologies

to introduce new opportunities in LI. Our objective is to develop a system that can simulate human

behavior and provide help for decision-making processes within the context of the law. This research

aims to evaluate the semantic similarity between different text sections by comparing sentences and

paragraphs of a textual character. The legal field is characterized by its use of a formal language

dense with modifiers, and legal technicalities present a hurdle in this situation.

1This report is deliverable number 3 of the NEFUSI project https://www.ngi.eu/funded_solution/nefusi/
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We are using transformers models because it has been demonstrated that these models produce

the best results. However, these models also have several unique flaws, such as the inability to make

it easier for human operators to comprehend their insights. Other flaws include that these models

have an excessive requirement for a considerable amount of data. On the other hand, our working

hypothesis is that it is possible to get good results if these methods are appropriately combined with

other methods better equipped to facilitate explainability, such as fuzzy logic [12].

Legal professionals frequently require the interpretability of models in order to understand the

information that has been obtained. Most of the solutions that implement some form of explainable

artificial intelligence primarily focus on technical solutions geared toward users who have an extensive

understanding of mathematics. Nevertheless, symbolic artificial intelligence is the foundation for yet

another family of alternative methodologies. As a result, the research field known as XAI is the one

that works to make systems clearer and easier to comprehend. Using this strategy as a guide, we

investigate neurofuzzy models. As a result, the following is a concise summary of the contributions

that this study has made:

� We propose using a neurofuzzy model, the outcome of a fuzzy system working in conjunction

with a neural network. The purpose of this model is to mitigate the shortcomings of both of

these systems when dealing with pieces of legal text.

� We empirically evaluate and compare our approach concerning the state-of-the-art in compar-

ing texts of a legal nature using widely used datasets such as lawSentence200.

The remaining parts of this work are organized in the following manner: The works relevant to

applying neurofuzzy systems to processing textual information are presented in Section 2. Section 3

presents the technical details for using neurofuzzy systems in legal applications. Section 4 shows the

experimental setup and results after submitting our proposal to an exhaustive empirical evaluation.

In the final part of this paper, we summarize the most important conclusions.

2. Related works

The following sections present a novel neurofuzzy computational model to address the problem of

semantic similarity in texts of a legal nature with the double goal of being accurate and interpretable

simultaneously. The main reason is that the legal context has specific characteristics that make it

challenging to operate classic techniques such as [7]. An approach of this kind can be applied in

other fields such as biomedicine [18] or e-recruitment [9, 13].

In the context of this work, we have focused on using popular models such as BERT[6], ELMo

[14] or USE [2] using Mamdani inference [8]. Furthermore, this research is based on the seminal

work of Angelov and Buswell [1] since this is how the different parameters of the fuzzy component

will be set up. One might also investigate the level of success that could be accomplished using

Takagi Sugeno-type models [17].
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3. A neurofuzzy approach for legal analysis

Our contribution is a concurrent neurofuzzy system that considers some features that make it

challenging to process text of a legal nature automatically. Our system is composed of a neural and

fuzzy part designed independently but must be coupled to work together [16].

The neural component uses transformers, models suitable for transitioning abstract represen-

tations into another [15]. An encoder-decoder architecture serves as the basis for the transformer

models. This architecture enables the encoder to learn how to represent the input data, which

then allows this representation to be transferred onto the decoder. The decoder is responsible for

obtaining the representation and then providing the output data for the user [3].

In this study, we will consider twenty fuzzy rules. In addition, logical operators will be permitted

as explained in [4]. It is also feasible to use multi-objective algorithms [5] if it becomes necessary

to model a trade-off between the model’s accuracy and its interpretability [10]. Following this,

we will discuss the empirical study we have conducted to validate our methodology and provide a

quantitative and qualitative analysis of the current state of the art.

4. Experimental Study

This section details our strategy’s experimental setup and the benchmark dataset we use. Fol-

lowing that, we thoroughly examine the various methodologies explored and the empirical outcomes.

Finally, we provide a discussion of the results that we have achieved.

4.1. Datasets and Evaluation criteria

We work here with the well-known benchmark dataset lawSentence200 2 which is composed of

200 pairs of paragraphs extracted from documents of a legal nature, on which a group of legal experts

has manually labeled their degree of semantic similarity using a scale between 1 (not similar at all)

and 5 (totally equivalent). Below, we can see, as an example, one of the pairs to be compared:

This undertaking shall be governed by the laws of New South Wales and shall ter-

minate upon cessation of obligations under the Confidentiality Agreement in accordance

with clause 6 (Term) of the Confidentiality Agreement.

This agreement is governed by the laws of New South Wales, Australia, and each party

irrevocably and unconditionally submits to the non-exclusive jurisdiction of the courts of

New South Wales and the Commonwealth of Australia.

The experts have declared a similarity between them of 3 (on a scale of 1 to 5).

2https://github.com/Huffon/sentence-similarity
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4.2. Results

We present the experimental results that we have obtained. Figure 1 represents the best overall

results obtained using our neurofuzzy strategy. While the thick red line shows how the results should

have been according to human judgment, the final blue line shows the best results obtained using

our new approach.
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Figure 1: Overall view of the results obtained for the experiment

Approach Score (σ)
USE Angular 0.398

ELMo Euclidean 0.546
ELMo Manhattan 0.553
ELMo Angular 0.618
ELMo Cosine 0.624
USE Euclidean 0.649
USE Manhattan 0.660
USE Cosine 0.705

BERT Pairwise 0.736
BERT Manhattan 0.740
BERT Euclidean 0.743
BERT Cosine 0.780

Neurofuzzy (median) 0.788
BERT Inner Product 0.803

Neurofuzzy (maximum) 0.826

Table 1: Results over the lawSentence200 dataset using Pearson Correlation

4.3. Further analysis

We present an analysis of the convergence when training our neurofuzzy systems and the trade-

off between accuracy and interpretability [11]. Figure 2a depicts the training that was carried out
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Approach Score (ρ)
ELMo Euclidean 0.488
ELMo Manhattan 0.497
ELMo Angular 0.559
ELMo Cosine 0.585
USE Angular 0.612
USE Euclidean 0.693
USE Cosine 0.693

USE Manhattan 0.694
BERT Euclidean 0.741
BERT Manhattan 0.742
BERT Cosine 0.758
BERT Pairwise 0.766

Neurofuzzy (median) 0.779
BERT Inner Product 0.793

Neurofuzzy (maximum) 0.808

Table 2: Results over the lawSentence200 dataset using Spearman Correlation

in order to determine the Pearson correlation coefficient. Because we are using stochastic methods,

the results shown are an average of 20 independent experiments from which we depict the minimum

(red), median (blue), and maximum (black). Figure 2b depicts the evolutionary process it took

to correctly set up our technique to solve the Spearman Rank Correlation. As in the preceding

scenario, the plotted results are the outcome of 20 independent experiments in which we show again

the minimum, median, and maximum values obtained.
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Figure 2: Study of how both solutions converge throughout the execution of the evolutionary strategy for its correct
configuration
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Figure 3: Modeling of the solution to achieve a trade-off between accuracy and interpretability

4.4. Discussion

The processing of legal texts is very suitable for a neurofuzzy system. Because of the unique

qualities that the legal text has, it is not possible the comparison word for word. Because neurofuzzy

systems are typically utilized in control applications or industrial settings, our method represents a

first of its kind in introducing this computational paradigm to this context. In addition, it appears

that the outcomes achieved are appropriate. Furthermore, the neural component of the model has

only been trained with general-purpose text corpora, while the fuzzy component is the only one

trained to recognize patterns originating from legal terminology. In light of these findings, we think

it would be worthwhile to examine the use of hybrid systems in various language-related applications

as it opens up a new field of possibilities.

5. Conclusions and Future Work

Both neural networks and fuzzy logic have specific qualities that make them suitable for solving

particular issues but not others. Neural networks, on the one hand, are valuable tools for identifying

patterns. On the other hand, they do not make it easier to comply with the decisions. At the

same time, interpretability is possible within fuzzy logic systems. However, automatically deriving

the rules for such decisions is rather complicated. These constraints have been the reason behind

developing a novel hybrid system. The idea is that two approaches are integrated to overcome the

limits of both approaches when considered on their own at the individual level.

Neurofuzzy systems have been the subject of significant research in engineering and other indus-

trial applications. However, their application in the field of natural language understanding has seen

little research on it. But the truth is that text can be converted into numerical vectors using new

techniques based on neural-based solutions. This transformation can save the positional information

about words associated with the text. Because of this, they are an excellent choice for digesting

complex sentences and paragraphs (such as legal sentences). Then, a fuzzy logic component can

help configure a similarity score according to the user’s needs.
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